




Presentation Overview
Overview of Anote’s Capabilities:

- A end to end MLOps platform that enables you to obtain the best large language 
model for your data. 

- A evaluation framework to compare zero shot LLMs like GPT, Claude, Llama3 and 
Mistral, with fine tuned LLMs that are trained on your domain specific training data 
(via supervised, unsupervised and RLHF fine tuning).

- A data annotation interface to convert raw unstructured data into an LLM ready 
format, and incorporate subject matter expertise into your training process to 
improve model accuracies. 

- An integration layer to route the best LLM into your own, on premise, private 
chatbot, via our fine tuning SDK.

Product Demos of Two Use Cases: 
- Generative AI Red Teaming for Chatbots
- Automated CUI Tagging for Text Classification





The Problems
Model Hallucinations: 
As the volume of intelligence reports and classified documents increases, and questions become highly domain-specific, the 
model often hallucinates, leading to inaccurate or misleading responses.
Ex. "The military operation involved 23,700 personnel" vs. "The military operation involved 2,370 personnel."

Lack of Domain Specificity: 
When asked questions about specific national security domains, such as intelligence gathering or defense strategies, the 
model's responses are often too vague or imprecise.
Ex. “"The strategy was effective in safeguarding national interests" vs. a detailed explanation of the defense measures used and their outcomes.”

Adversarial Vulnerabilities: 
AI systems used in national security are vulnerable to adversarial attacks such as data poisoning, where malicious data 
corrupts the training process, or evasion attacks, where inputs are altered to deceive the AI into making incorrect predictions.
Ex. "The AI system correctly classified this intelligence report" vs. "The AI system misclassified this report due to adversarial changes in the data."



Use Case 1 - Generative AI Red Teaming

Anote co-led the U.S.-wide red-teaming challenge, NIST's ARIA pilot evaluation of LLM risks: 
The first phase of this challenge tested and evaluated the robustness, security, and ethical implications of cutting-edge AI 
systems through adversarial testing. Participants identified exploits in three proxy scenarios, embodying issues of data 
exfiltration, bias, and hallucination. 

The second phase of this challenge is an in-person exercise to be held alongside CAMLIS, that will include a red team 
evaluation using generative AI models. The in-person exercise will use the “Artificial Intelligence Risk Management 
Framework: Generative Artificial Intelligence Profile (NIST AI 600-1).”

https://ai-challenges.nist.gov/aria

https://www.camlis.org/
https://ai-challenges.nist.gov/aria
















Use Case 2 - The CUI Problem

The DOD generates millions of documents (PDFs, PPTX, DOCX, CSV, XLSX, EMAILS) per month that 
need to be tagged for Controlled Unclassified Information (CUI) content.

These documents contain sensitive information, so it is crucial to tag these documents with correct 
CUI categories to prevent highly classified documents from falling into the wrong people’s hands.

https://www.dodcui.mil/CUI-Registry-New/

https://www.challenge.gov/?challenge=cui

https://www.dodcui.mil/CUI-Registry-New/
https://www.challenge.gov/?challenge=cui




Operational Resilience

If documents are under classified, people with not appropriate privilege levels have access to 
information that they are not allowed to access, which is a major security risk.

If documents are over classified, DOD personnel that should be able to collaborate and work on solving 
critical national security problems are not able to have access, which causes massive inefficiencies in 
productivity, communications, collaboration and getting things done.

Not solving the CUI problem is a national security risk, and will directly affect our ability to win future wars 
in the digital age, where information sharing is mission critical.



Time and Cost Savings

Team DOD Current Process Anote’s Proposal

Number of People 80 5

Cost Per Person $70,000/year $70,000 / year

Cost of Product POC $0 $X

Total Time to Label 6 months 10 days

Total Costs Per Month $2,800,000 $175,000 + $X









Statement of Work

Phase 1 - MVP
1. Predict categories on test documents from within the predict table view
2. Training the models on training documents to improve the performance via supervised fine tuning 
3. Evaluate the models performance to see how different models perform on the testing documents 
4. Baseline recomposition for standard PDFs, DOCx and PDF files

Phase 2 - Production Ready / Integration
1. Data labeler - incorporate subject matter expertise, and implement the RLHF training to make the 
models more accurate. 
2. Core user permissions - projects, datasets, models, admin and annotator roles
3. Expand to more categories / questions and more documents
4. Integrate the fine tuned model with the Private Chatbot for on-premise deployment




