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Kinetica - Born out of National Defense need...

Kinetica’s origins were with the US Department of
Defense in 2009 to find & track entities/bad actors to
prevent terrorist attacks worldwide.
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Real-time data and compute use to be a nice to have
in the enterprise.

Generative Al has made it a requirement.
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Moving from Reports and Dashboards to Co-Pilots and Agents has
changed the demands on the enterprise data stack

2022 Now

Zero tolerance any delay of data
or query response delivers a
broken experience

Tolerance for older data and long
running queries

Careful planning and data Ad-hoc and unpredictable queries
engineering to support a curated being generated from user

query inventory for the report or conversations or agent to agent
dashboard interactions
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Current Real-Time Enterprise Architectures aren’t ready to power
seamless retrieval for co-pilots and agents

LLM Agents & Analytic Services

Middleware
Language to Query, Routing, Fusion, Deduplication
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Common Pain Points

Data latency

Synchronization between single
domain products

Infrastructure Sprawl &
Data Duplication

Query Performance



What Real Time Retrieval Looks Like With Kinetica
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LLM Agents, Applications, Analytic Services

<SQL-RAG>
Native
Language to
Query Stack

s

f

Query Result

Kin=tica

Vector
Engine

Time-Series
Engine

o
00,

S 49 e N a5
Graph Spatial
Engine Engine

v

GPU & Many-Core CPU Hardware

Cloud or On-premises

Data Streams ﬁ

Data Lake E

Translate language to SQL with tight
integration into compute layer with a
single API

Converged analytic engines to answer any
question

Next generation parallelism removes the need to build
data pipelines, allowing unknown questions to be asked

Query real-time and historical data



Kinetica

The unified real-time retrieval engine for Generative Al and Analytics

Real-time

Kin=stica

Minimize data latency

for relational queries
and vector similarity
search

Ingest high volume
data streams and
execute queries
simultaneously

Many-core Accelerated

Execute complex
analytical and vector
search queries in sub-
seconds

Answer ad-hoc multi-
modal analytic queries
and accelerate vector
search, even without an
index

Mul

ti-Modal RAG

SQL: Generate
accurate SQL at
enterprise scale with
Kinetica Native LLM
and Metadata Catalog

Graph: Vector Search
Weighted Traversal
and Matching

Best in class Real-
time Vector Search



Kinetica Overview - Architecture
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@ The Only GPU Accelerated Database that is distributed and PostgreSQL Compliant
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Next Level Analytic Capabilities

Spatial

oGeo-joins
OST_Geometry suite
OEntity Tracks

oServer Side Visualization

OoAnd more

Kin=stica

Time-Series
0AS-OF joins
OAggregations
OoWindow functions
olnterpolations

OoAnd more

Knowledge Graph
oAdjacency
oCentrality
oMSDO
oShortest Path

OAnd more

© 2024 Kinetica

Al

oVector Search
oEmbedding generation
ONL2SQL

OML Inference

OAnd more



Common Vector RAG Pitfalls in the Enterprise

Readily available embedding models are ill-suited for
creating vector embeddings of structured relational
data. Match accuracy drops dramatically as you
increase data causing LLMs to give highly misleading

responses.
Creating vector embeddings of operational sources
expose extreme data latency issues in most vector
databases meaning LLMs are often hours or days
behind ground truth.
ﬁ Many vector search engines lack the fine-grained
f data access controls to limit which vectors a user can

find matches for.
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Real-Time Vector Similarity Search with Kinetica

=== Minimal data latency GPU accelerated
MY Kinetica’s !nnovatcive internal index NVIDIA’s RAPIDS cuVS and CAGRA
orchestration dellver§ near zero data for outstanding non-indexed and
latency and outstanding query indexed search performance
throughput
Horizontal scaling Pg Vector Compliant
Scale to handle billions of Fully integrated with SQL for
embeddings powerful
hybrid analytics
ﬂ Enterprise Grade Security Oz 9@  Vector Search for Graph and
Fine-grained data access controls to E-.E Relational Query
f limit which vectors a user can find o - The only engine that allows you to do
matches for that easily integrate both vector search weighted graph
with enterprise ldentlty systems and relational query
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Real-Time Vector Search

The only CPU and GPU accelerated vector search that offers scale and speed

Time to load 20M embeddings 16-core CPU-only
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NVIDIA RAPIDS RAFT Approximate Nearest Neighbors on GPU
vs. State-of-the-art on CPU

Wcru H GPU

Index Building (seconds)

95x faster

Queries per Second

3x higher

0 5000 10000 15000

Benchmarks performed on Intel Xeon ES-2698 v4 2.20GHz Dual 20-core CPU and NVIDIA H100 GPU

* results of raining on 100M vectors from the Deep-18 dataset and querying 1K vectors at a time
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VectorDBBenchmark - Query Latency - 10m 768 Dim - Low Filter

Queries Per Second (more is better)

QPS

300

200

100

Database Type

Database Type QPS Recall

Milvus-16c64g-
hnsw 178 92%

Pinecone-

p2.x1-8node 136 92%
QDrantCloud-

4¢16g-5node 87 89%



Common SQL-RAG Pitfalls in the Enterprise

Kin=stica

Enterprises quickly exceed the context token limit
when attempting to supply all necessary meta-data
in the LLM context.

Existing meta-data systems are ill suited to capture and
make available for query/retrieval unique elements
required in language-to-sql workload

Meta-data that should not be seen by user leaks into
context and is included in LLM response.

Minor variances in SQL dialects across databases
make it difficult for LLM to generate syntactically
correct SQL across a number of data sources in
federated query scenarios.
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Kinetica Real-Time RAG Architecture

Workbench SQL-GPTAPI | | W/’ LangChain
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LLM

In-DB LLM fine-tuned for
accuracy, Kinetica taxonomy
and industry DDLs
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Layer Language To SQL
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HEE HEN EEE GPU Accelerated Engine
| T A = with federated query and
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External table One-time import Change data capture
Data Databases | Streams | Object Storage | Files
. <«— Over 300 pre-built connectors
Layer | stk snowfloke (@ Coogle 8 katka A*% iz < databricks
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Telco Network Troubleshooting

Faster troubleshooting and root cause analysis of network issues

Reduce Troubleshooting Time
Automated RCA identification streamlines error

detection Kinetica GPU Accelerated NVIDIA NIMs for real-
database for analytics, time embedding
Increase Call Quality real-time RAG, and generation and LLM

Proactive Al interventions improve overall call language to SQL inference

performance -
verizon

Enhance Customer Satisfaction
Reduced downtime leads to better call quality and Data Source Retrieval Type Data Lifecycle
customer satisfaction.

.. Network PCAP sqQL Real-Time
Boost Efficiency

Human language querying simplifies analysis, making System Telemetry sqL Real-Time

it more accessible.
3GPP and other Vector Static
Knowledge Documents
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Air Domain Intelligence at US Air Force

Anomaly detection and analysis co-pilot

Automated Threat Monitoring
Leverage multiple data sources to understand new

attack vectors and analyze airspace radar activity for Kinetica GPU Accelerated NVIDIA NIMs for real-

potential signal. database for analytics, time embedding
real-time RAG, and generation and LLM

Force Multiplier language to SQL retrieval inference

Human language querying of relational and vector
data simplifies analysis, making more data more
accessible for analysts.

Data Source Retrieval Type Data Lifecycle
Military Airspace SQL Real-Time
Telemetry

Commercial Industry SQL Real-Time

Airspace Telemetry

Intelligence Vector Real-Time
Knowledge-Base
Documents Sources

Kin=stica



Dangerous Failure: Network Telemetry Co-Pilot with
traditional RAG (no Kinetica)

&) —o—

2 4 3
. a Al ChatBot App a

Technician
Wrong Answer: “The station

Kin=stica

running, it has encountered

Q: “What is the health of

statlon santa clara-23?"

LLM Prompt:

“Errorcount” : 3, “status”: “running”
“Errorcount” : 55, “status”: “not running”
“Errorcount” 17, “status” : “degraded”

Status of running means the system is functioning and does not require troubleshooting

“What is the health of station santa clara-23?"

User-facing LLM

A

is degraded and not
17 errors”
User Query: a
“What is the
health of station
santa clara-23?"

Vector-RAG

1 -shot rules):

Wrong LLM Response (the station is running but LLM randomly chose overlapping

“The station is degraded and not running, it has encountered 17 errors”

Traditional RAG Response:

n,ou

“Errorcount” : 3, “status”: “running”

“Errorcount” : 55, “status”: “not running” <
“Errorcount”: 17, “status” : “degraded”
Status of running means the system is
functioning and does not require troubleshooting

Generic Vector DB

T

L2/L3 Radio Telemetry Stream
Tabular Data & Vector Embeddings

Telco Rules and Definitions

Vector Embeddings

© 2024 Kinetica

Due to the dense and
repetitive nature of
operational data, standard
embedding methods lead to
misleading contradictory
results that will pollute the
LLM context and cause
dangerously inaccurate
results.
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Empowering Success: Network Telemetry Co-Pilot

with Kinetica RAG

Q: “What is the health of
statlon santa clara-23?"

LLM Prompt:

{“Errorcount” : 3, “status”: “running” },

Status of running means the system is functioning and does not require
troubleshooting

“What is the health of station santa clara-23?”

<

Technician

A

® ﬂa g Al ChatBot App aa g User-facing LLM

A: “The station is
operational and running, it
has encountered three
errors”

Kinetica Query:
“What is the

health of station
santa clara-23?"

LLM Response:
“The station is operational and running, it has encountered three errors”

Kinetica Response

{“Errorcount” : 3, “status”: “running” }
Status of running means the system is <«
functioning and does not require troubleshooting

n,ou

SQL-RAG Result
<«

Vector-RAG Result

SQL-RAG / \ Vector-RAG

S

RELATIONAL VECTOR SEARCH

Kin=tica L

k i n — t i C o L2/L3 Radio Telemetry Stream

Tabular Data & Vector Embeddings

SAnNvIDIA
Telco Rules and Definitions

- %
SQL-GPT GPU Vector Embeddings

2034t

19



Powering The Next Generation Fraud and AML
analytic and alerting platforms

“Z
BANK OF AMERICA ™7~ > Anti-Money Laundering

Real-time o

Spatial o 500 Million Records Daily
2s Data Latency SLA

Relational V) 2s Query Latency SLA

Graph O

Kin=tica © 2024 Kinetica



Low latency time-series risk analytics at Global Scale

citi

> Real-time Risk]

Real-time

Time-series

5 Billion Records Daily
1s Data Latency SLA

2s Query Latency SLA
Kin=stica 21
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Powering The Edge: Advanced Autonomous Drones

p—

> Autonomous Edge
LOCKHNEED MARTIN

Real-time o

Spatial o

Relational V) Hundreds of Millions of
Vector Search o Records per Flight

< 1s Data Latency SLA
< 1s Query Latency SLA

Kin=tica © 2024 Kinetica 22



Powering Generative Al across data lake with real-
time vector search

O =
S‘"”é -
KAISER

PERMANENTE. _

Real-time
Time-series

Relational
10 million vectors Daily
1s Data Latency SLA

2s Query Latency SLA

Kin=tica © 2024 Kinetica 23
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http://drive.google.com/file/d/1ZWp7Am6QnXOd7XfcbbgkD3nAlmisLVYQ/view

Powering Generative Al query operations and
visualization for real-time sensor data

ing & Logistics

AIRFORCE

Real-time o

Spatial o 3 Billion Records Daily
1s Data Latency SLA

Relational V) 2s Query Latency SLA

Vector Search &

Kin=tica © 2024 Kinetica




Only Kinetica Has This Critical Combination of Capabilities

Vector GPU Support
Real-time Storage and Time Series Spatial & Scalability
Search Acceleration

Vector DBs CPU Only
(Pinecone,

Weaviate,
Qdrant...)

Analytic DBs CPU Only
(Clickhouse,
Singlestore)

Kinetica CPU,GPU

Kin=tica
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